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Abstract—We study the Euclidean variant of the optimal communication spanning tree (OCST) problem. An experimental analysis reveals that edges in optimal trees do not have only low distance weights but also point with higher probability towards the graph’s center. We use this characteristic of optimal solutions for the design of problem-specific evolutionary algorithms (EAs). We extend recombination operators of direct encodings like edge-set and NetDir such that they prefer not only edges with low distance weights but also edges that point towards the center of the graph. Experimental results show higher performance and robustness in comparison to EAs using existing crossover strategies.

Index Terms—optimal communications spanning tree problem, edge-set, NetDir, problem analysis, systematic design.

I. INTRODUCTION

T HE OPTIMAL COMMUNICATION spanning tree (OCST) problem [1] is an \(NP\)-hard combinatorial optimization problem which seeks a spanning tree that satisfies all communication requirements at minimum total cost. Researchers have studied various solution approaches for the problem [2], [3]. Current state-of-the-art approaches for solving OCST problems are based on heuristics and metaheuristics, in particular evolutionary algorithms (EA).

The edge-set encoding [4] is a direct representation for trees which encodes trees as sets of edges and uses encoding-specific search operators to generate candidate solutions. Search operators for edge-sets are either heuristic and rely on edge weights, or non-heuristic. Both, mutation and crossover, are based on a randomized version of Kruskal’s algorithm. Another direct representation for OCST problems is the NetDir encoding [2]. The encoding’s crossover operator copies subtrees from parents to offspring. In the original specification, no heuristics are incorporated into the search operators.

High-quality solutions to Euclidean OCST problem instances contain disproportionately many edges that point towards the centers of their trees. We make use of this observation and systematically design problem-specific EAs. We develop efficient recombination operators for edge-set and NetDir encoding, such that not only distance weights but also edge orientation are used for constructing offspring trees. Experimental results reveal improved EA performance.

The main findings of this paper are:

1) Edges pointing toward the graphs’ centers are overrepresented in good solutions to Euclidean OCST problem instances.
2) Greedy heuristic search performs best when edge insertion is controlled by a weighted combination of distance weights and edge orientation. Search performance can be further improved if orientation is neglected for edges next to the graph’s center.
3) EAs using direct encodings like edge-set or NetDir encoding show the highest performance if both edge properties, weight and orientation, are considered for edge-selection in the recombination operator.

The following paragraphs define OCST problems, present properties of optimal solutions, list various OCST test instances, and describe how to determine optimal solutions for small problem instances. In Section II-C, we study edge orientation in optimal solutions. Section III develops recombination operators that consider edge weights and orientation for edge-set and NetDir encodings. Section IV studies EA performance for different types of test instances.

II. THE OCST PROBLEM

A. Problem Definition

The OCST problem introduced by Hu [1] is a common combinatorial tree optimization problem. Given a distance and a demand matrix, it seeks a spanning tree which connects all given nodes and satisfies their communication requirements for minimum total cost.

Let \(G = (V, E)\) be a weighted, undirected graph with \(n = |V|\) nodes and \(m = |E|\) edges. Communication or transport requirements are given a priori in an \(n \times n\) demand matrix \(R = (r_{ij})\). Analogously, an \(n \times n\) distance weight matrix \(W = (w_{ij})\) specifies distance weights. In the Euclidean case, the distance weights are the Euclidean distances between the nodes. The weight \(w(T)\) of a tree \(T = (V, F)\) with \(F \subseteq E\) and \(|F| = n - 1\) is

\[
w(T) = \sum_{i,j \in V} r_{ij} p_{ij},
\]

where \(p_{ij}\) denotes the path length between nodes \(i\) and \(j\) which is calculated as the sum of the weights of all edges on the path between \(i\) and \(j\). It depends on the structure of \(T\) and the distance matrix \(W\). For spanning trees there exists only one unique path between any pair of nodes and the path length \(p_{ij}\) can be determined using a depth first search. \(T\) is the optimal communication spanning tree, if \(w(T) \leq w(T')\) for all other spanning trees \(w(T')\).
The OCST problem is \( NP \)-hard [5, p. 207]. Furthermore, Reshef [6] showed that the problem is \( MAX \cdot SNP \)-hard. Therefore, no polynomial-time approximation scheme exists, unless \( NP = P \) [7]. Exact polynomial-time algorithms exist only for the restricted version of the problem [8]. Various approximation algorithms have been developed [9]–[11]; however, due to the \( MAX \cdot SNP \)-hardness of the problem the solution quality of such approximation algorithms is limited.

Many heuristics, especially EAs, have been developed [4], [12]–[16]. For an overview of EAs for the OCST problem, see Rothlauf [2].

To measure the difference between two spanning trees \( T_i \) and \( T_j \), we count the number of edges that do not exist in both trees. Thus, the distance \( d_{ij} \in \{0, 1, \ldots, n - 1\} \) can be calculated as

\[
d_{ij} = \frac{1}{2} \sum_{u.v \in V, u < v} |e^i_{uv} - e^j_{uv}|,
\]

where \( e^i_{uv} = 1 \) if edge \( e_{uv} \) is included in \( T_i \) and \( e^i_{uv} = 0 \) if not.

**B. Experimental Design**

In our studies, we follow Raidl and Julstrom [4] and use randomly created OCST test instances. For our test instances, real-valued distance weights \( w_{ij} \) are Euclidean distances between nodes \( i \) and \( j \) which are randomly placed on a 2-dimensional grid of size \( 10 \times 10 \).

We use two different types of demand. First, real-valued demands \( v_{ij} \) are randomly created and uniformly distributed in \([0, 10]\). Second, to create more realistic demand distributions, we create random demands following the Zipf distribution [17], a power law probability distribution. Many natural phenomena like Internet traffic, population distribution and word usage [18], [19] can be characterized by power law distributions. A discrete Zipf distribution is described by:

\[
P_z(x) = \frac{1}{x^z \cdot \sum_{i=1}^{N} \frac{1}{i^z}}
\]

where \( P_z \) denotes the probability of \( x \in \{1, 2, \ldots, N\} \). We use Zipf distributed demands with \( z = 1 \) and \( N = 10 \).

For finding optimal, or at least near-optimal solutions of OCST problems, we use a mathematical programming solver for small problem instances with \( n \leq 12 \) and a GA for larger problem instances. The OCST problems are modeled as an integer linear program [20], and CPLEX 10.2 is able to solve all problem instances with \( n \leq 12 \) in a reasonable time.

The situation is different for larger problem instances \( n > 12 \), which cannot be solved by CPLEX in reasonable time. Therefore, we use an iterative GA for such problems. We choose the GA design in such a way that we can assume that the solution found is optimal or near-optimal. We start the iterative GA by applying a standard GA \( n_{iter} \) times to an OCST problem using a population size of \( N_0 \). Then, \( T_0^{best} \) denotes the best solution that is found during the \( n_{iter} \) runs. In a second round, we again apply a GA \( n_{iter} \) times with \( N_1 = 2N_0 \) which finds the best solution \( T_1^{best} \). We continue the iterations and double the population size \( N_i = 2N_{i-1} \) until \( T_i^{best} = T_i^{best} \) and \( n(T_i^{best})/n_{iter} > 0.5 \); this means \( T_i^{best} \) is found in more than 50% of the runs in round \( i \). Then, \( n(T_i^{best}) \) denotes the number of runs that find the best solution \( T_i^{best} \) in round \( i \).

For the experiments, we use a standard, generational GA with crossover and mutation. For the encoding of trees, Network Random Keys (NetKeys) [14] are used. NetKeys have high locality [21], [22], which leads to high EA performance [2], and are unbiased, which means that the encoding does not favor a specific type of tree but the probability of finding an optimal solution does not depend on its structure. The GA uses uniform crossover and tournament selection without replacement. The tournament size is three. Crossover probability is set to \( p_c = 0.7 \) and mutation probability (assigning a random value \([0, 1]\) to one allele) is set to \( p_m = 1/l \), where \( l = n(n-1)2 \). The effort for finding optimal or near-optimal solutions is high.

We construct uniformly random trees via Prüfer numbers [23] using injective mapping between Prüfer numbers and trees [24, pp. 103-104]. By generating random Prüfer numbers, this approach yields unbiased random spanning trees. In contrast, randomized versions of Kruskal’s and Prim’s algorithms would favor star-like trees [25].

**C. Properties of Optimal Solutions**

Optimal solutions for OCST problems are biased towards MSTs [26]. Therefore, average distances between optimal solutions and MSTs are significantly smaller than distances between optimal solutions and random trees. The performance of heuristic optimization methods can be increased by biasing search operators towards MST-like solutions. Edge-sets using heuristic search operators [4], [27] make use of this fact by preferring edges with low distance weights [28].

We study below the orientation of edges in optimal solutions to identify additional properties of high-quality solutions. We find that edges directed towards a graph’s center are overrepresented in optimal solutions. Such edges lead to shorter paths and hence to a lower cost solution.

How can we explain this observation? Kershenbaum [29] noticed that it is useful to run more traffic over nodes near the center of a tree than over nodes far away from the center. He distinguished between interior nodes (some traffic only transits) and leaf nodes (all traffic terminates). Consequently, edges near the tree’s center carry much transit traffic whereas edges far away from the center carry almost no transit traffic.

To construct a tree by favoring edges pointing towards the center yields trees of lower cost since such edges are the shortest connection from leaf nodes to interior nodes. Traffic originating from leaf nodes is directly routed to the center and from there to other parts of the tree. Therefore, it is more promising to connect leaf nodes to interior nodes using edges that point towards the center instead of connecting leaf nodes with other leaf nodes using tangential edges. In addition, it makes sense to consider only the orientation of edges that are some distance from the center of a tree since the orientation of edges connecting interior nodes is meaningless.

Figure 1 illustrates edge orientation. The orientation of an edge \( e_{ij} \) is the angle \( \gamma \in [0, 90] \) between \( e_{ij} \) and the line...
Fig. 1. Orientation of an edge $e_{ij}$

Fig. 2. Distribution of orientation $\gamma$ for optimal solutions, random solutions, and MSTs for 1000 randomly generated OCST instances with $n = 15$ and $n = 20$ nodes and different demand distributions.

connecting the midpoint of $e_{ij}$ and the center $C$ of the tree. $C$ is calculated as the average $x$-coordinates and $y$-coordinates of all nodes. Since $\gamma \leq 90$, the lower angle is chosen ($\gamma = \min(\gamma_1, \gamma_2)$). For edges directly pointing to the center, $\gamma = 0$.

We compare edge orientation for optimal solutions, randomly created spanning trees, and MSTs. For each problem size, we create 1000 random Euclidean OCST test instances (compare Section II-B). For each OCST instance, we generate 10,000 random trees, calculate an MST, and determine an optimal (or near-optimal) solution as described in Section II-B.

Figure 2 presents results for $n = 15$ (Figs. 2a and 2b) and $n = 20$ (Figs. 2c and 2d). The demands are either uniformly distributed (Figs. 2a and 2c) or Zipf distributed (Figs. 2b and 2d). We plot the distribution of $\gamma$ for optimal solutions ("optimal"), random solutions ("random"), and MSTs ("mst"). If the distribution is approximately uniform, orientation does not matter and all angles $\gamma$ occur with approximately the same probability in a tree. For random trees, edges with larger $\gamma$ are slightly preferred. For MSTs, edge orientation is of less importance and $\gamma$ is approximately uniformly distributed. For optimal solutions, $\gamma$ is non-uniformly distributed since edges with low $\gamma$ occur more often. For $n = 20$, approximately 20% of all edges of optimal solutions have edge orientation $\gamma \leq 10$ whereas only approximately 4% of all edges have $\gamma > 80$. These results support the hypothesis that edges pointing towards the center of a tree are preferred in optimal solutions.

III. PROBLEM-SPECIFIC EAS FOR OCST PROBLEMS

Optimal solutions have a bias towards edges with low $\gamma$ for both demand distributions, uniform and Zipf. We investigate whether heuristic optimization methods can make use of this observation by favoring edges with low distance weight and low orientation $\gamma$.

A. Direct Representations for Trees

1) Edge-set: The edge-set (ES) encoding [4], [27] is a direct representation which encodes trees as sets of edges. ES operators are either heuristic considering edge weights, or non-heuristic. Heuristic crossover operators result in higher performance in comparison to non-heuristic operators [4], [28].

Crossover creates an offspring from two parental trees $T_1 = (G, E_1)$ and $T_2 = (G, E_2)$ by iteratively selecting edges from $F = (E_1 \cup E_2)$. Therefore, offspring trees exist consisting solely of parental edges. Crossover operators differ according to the strategy used for selecting and inserting parental edges into offspring. Julstrom and Raidl [30] studied several edge-selection strategies: tournament, greedy, inverse weight proportional, and random edge-selection. Results indicate that edge-selection using tournaments leads to the highest and most robust EA performance [30], [31]. $n$-tournament edge-selection iteratively selects $n$ edges, compares the associated edge weights, and inserts the edge with lowest weight into the offspring. This strategy has a bias towards low-weighted edges and MSTs [4], [28]. To strengthen the inheritance of common features from parents to offspring, edge-selection strategies can be designed as $\ast$-strategies [4]. Then, all edges $(E_1 \cap E_2)$ are included in the offspring and remaining edges are selected from $F \setminus (E_1 \cap E_2)$ using an edge-selection strategy.

2) NetDir: The NetDir encoding [2, Sect. 7.1] is a direct representation for trees, similar to ES. Originally, Rothlauf [2] proposed only non-heuristic crossover and mutation operators. We extend this work in this paper and propose heuristic crossover operators which incorporate problem-specific knowledge.

NetDir crossover [2] creates two offspring $G_{o1} = (V, E_{o1})$ and $G_{o2} = (V, E_{o2})$ from two parental trees $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ in two steps. The first step splits the nodes $V$ into two disjoint sets $V_1$ and $V_2$. All edges in $E_1$ connecting nodes either in $V_1$ or $V_2$ are inserted into $G_{o1}$ or $G_{o2}$, respectively. Analogously, all edges in $E_2$ connecting nodes either in $V_1$ or $V_2$ are inserted into $G_{o2}$ and $G_{o1}$, respectively. The second step completes the two offspring by iteratively inserting randomly selected parental edges until each offspring consists of $n - 1$ edges.
The crossover operator can easily be extended by modifying the second step. Instead of randomly selecting edges, we propose using an edge-selection strategy that considers edge weights. The resulting heuristic crossover operator has similar properties to heuristic crossover operators for ES and is also biased towards MSTs.

3) Differences: ES and NetDir are similar but differ with respect to selection of edges that are transferred from parent to offspring. ES crossover does not transfer any subtrees to offspring but iteratively builds offspring from parental edges by adding single edges. In contrast, NetDir splits nodes into two sets and transfers all edges as well as subtrees that exist in one node set to an offspring. Therefore, NetDir crossover is, in principle, able to transfer meaningful subtrees from parent to offspring. However, the problem remains that there is no possibility of partitioning the nodes in such a way that meaningful subtrees are identified which can be transferred to an offspring; instead nodes are randomly partitioned into two sets.

B. Extending Crossover Operators

We bias the crossover operators to consider knowledge about edge orientation. By biasing the operators, EAs are expected to find near-optimal solutions faster and more often. Thus, edges to be inserted into an offspring are not selected at random or according to their distance weights alone, but according to their weights and orientation. For this purpose, we introduce the modified weight \( w'_{ij} \) of an edge \( e_{ij} \). It depends on the weight \( w_{ij} \) and orientation \( \gamma_{ij} \) of an edge and is defined as

\[
w'_{ij} = \alpha w_{ij}/w_{\text{max}} + (1 - \alpha) \gamma_{ij}/\gamma_{\text{max}}, \tag{4}\]

where \( w_{ij} \) is the weight of \( e_{ij} \), \( \gamma_{ij} \) denotes the orientation of \( e_{ij} \), and \( \alpha \in [0; 1] \) is a parameter that controls the influence of \( w_{ij} \) and \( \gamma_{ij} \). Distance weights as well as edge orientation are normalized using the maximum values \( w_{\text{max}} = \max(w_{ij}) \) \((i, j = 1, \ldots, n)\) and \( \gamma_{\text{max}} = \max(\gamma_{ij}) \) \((i, j = 1, \ldots, n)\). Therefore, \( w'_{ij} \in [0, 1] \).

Since edge orientation becomes meaningless if an edge is located near to the center of a tree, we introduce \( w''_{ij} \). We consider edge orientation only if the distance \( d_{(i,j),C} \) between an edge \( e_{ij} \) and the center \( C \) of a graph (see Fig. 1) exceeds a predefined value. It is calculated as

\[
w''_{ij} = \begin{cases} w'_{ij} & \text{if } \text{dist}_{(i,j),C}/\text{dist}_{\text{max}} \geq \beta \\ w_{ij}/w_{\text{max}} & \text{else}, \end{cases} \tag{5}\]

where \( \text{dist}_{\text{max}} = \max_{(i,j)} d_{(i,j),C} \).

For ES as well as NetDir, edge-selection mechanisms can use \( w''_{ij} \) instead of \( w_{ij} \) for evaluating and selecting edges. With lower \( w''_{ij} \), the probability of an edge \( e_{ij} \) being included in an offspring increases. For \( \alpha = 1 \), only distance weights \( w_{ij} \) are considered and we obtain the original ES crossover operator (see Sect. III-A1). For \( \alpha < 1 \), edge orientation influences the probabilities of edges being included in an offspring and edges pointing towards the center of a tree are preferred.

C. Balancing Weight and Orientation

This section neglects all crossover steps that do not consider edge weights (like transferring all common edges to an offspring in *-strategies) but focus only on edge-selection strategies. We examine how performance of a greedy selection strategy depends on \( \alpha \) and \( \beta \). Although the experiments explored all possible combinations of \( \alpha \) and \( \beta \), due to space restrictions, Figs. 3 and 4 present only the most promising combination. The greedy selection strategy starts with an empty tree and iteratively adds edges with minimum weight \( w''_{ij} \) until it is fully connected. Edges are taken from \( E \); edges that would lead to cycles are omitted. For \( \alpha = 1 \), the greedy selection strategy creates an MST.

The quality of a solution created by the greedy selection strategy is determined by how closely it approaches an optimal solution. We present results for 100 random OCST problems with 10, 15, and 20 nodes. Optimal solutions are determined according to Section II-B.

Figure 3 shows the average distance \( d_{s,\text{opt}} \) between trees \( T_s \) created by a greedy selection strategy and optimal solutions \( T_{\text{opt}} \) over \( \alpha \). The value of \( \beta \) is set to zero. Mean values are plotted as bold lines; standard deviations are plotted as regular lines. Results are consistent for different \( n \). For \( \alpha = 1 \), an MST is created and, thus, \( d_{s,\text{opt}} \) is the average distance between MSTs and optimal trees. Solution quality increases for \( \alpha \approx 0.7 - 0.8 \). Therefore, when both properties, orientation and distance weight, are considered, the greedy selection strategy can create better solutions. Finally, with lower values of \( \alpha \), \( d_{s,\text{opt}} \) increases. Considering only orientation (\( \alpha = 0 \)) results in worse solutions than considering only distance weights (\( \alpha = 1 \)).

Next, we show how the performance of a greedy selection strategy using \( w''_{ij} \) depends on \( \beta \). Figure 4 shows the average distance \( d_{s,\text{opt}} \) over \( \beta \). The value of \( \alpha \) is constant and set to \( \alpha = 0.7 \). Again, mean values are plotted as bold lines and standard deviations as regular lines. For \( \beta = 1 \), the greedy selection strategy creates MSTs. For \( \beta = 0 \), the resulting \( d_{s,\text{opt}} \) are equivalent to the lowest distances found in Figure 3. For \( \beta \approx 0.3 \), better solutions more closely approaching optimal
trees can be obtained. Therefore, greedy selection strategies create better solutions if orientation is considered only for edges which are some distance from the tree center.

We recommend considering distance weights as well as edge orientation, when constructing a tree by iteratively appending edges. Orientation should not be considered for edges near the tree center. In particular, we recommend setting \( \alpha = 0.7 \) and \( \beta = 0.3 \).

IV. PERFORMANCE OF EAS USING THE EXTENDED OPERATOR

We compare the performance of EAs considering distance weights and edge orientation in edge-set and NetDir. We start with small problem instances where optimal (or near-optimal) solutions are determined as described in Section II-B and continue with larger problem instances with unknown optimal solutions. Following previous work [4], [28] we use randomly created OCST test instances.

A. Small Problem Instances

We use a basic steady-state EA with non-heuristic initialization and mutation [2], [4]. The population size is 50. In each search step, either one (ES) or two (NetDir) offspring are created by crossover (crossover probability \( p_c = 1 \)) and edge-wise mutation (mutation probability \( p_m = 1/n \)). The two parents are selected at random. If the cost of an offspring is lower than or equal to the cost of the worst individual in the population \( w(T_{off}) \leq \max(w(T_i)) \) for \( i \in \{0, \ldots, N - 1\} \), it replaces the worst individual in the population. We present results for OCST instances of different sizes \( n = \{10, 12, 14, 16, 18, 20\} \), where the optimal solutions are determined as described in Section II-B. The demands are either uniformly distributed in \([0, 10]\) or Zipf distributed with \( z = 1 \) and \( N = 10 \). Each EA run terminates after \( eval = 3000 \) fitness evaluations. For every problem size, 100 Euclidean OCST instances are generated at random and for each problem instance 20 EA runs are performed.

Both ES and NetDir select edges using either binary tournaments with different settings of \( \alpha \) and \( \beta \) or random selection (denoted as \( RX \)), which results in an unbiased choice of offspring edges. The setting \( \alpha = 1 \), \( \beta = 0 \) is equivalent to using heuristic crossover and non-heuristic mutation [4], [28].

Table I lists the percentage \( P_{suc} \) of runs that find \( T_{opt} \), the average cost \( \mu(T_{best}) \) of the best solution found \( T_{best} \), and the standard deviation \( \sigma \) of \( w(T_{best}) \) for the 100 instances. We show results for binary tournaments with different values of \( \alpha \) and \( \beta \), for random edge-selection, and for MSTs. The best results are printed in bold.

EA performance increases if heuristic edge-selection not only considers distance weights alone (\( \alpha = 1 \)) but also edge orientation (\( \alpha < 1 \)). By neglecting edges next to the center (\( \beta = 0.3 \)), EA performance is further improved. The lowest average costs \( \mu(T_{best}) \) are observed for \( \alpha = 0.7 \) and \( \beta = 0.3 \). Results for ES and NetDir are consistent.

Previous results [28] indicate that performance of heuristic ES is good if optimal solutions are similar to MSTs. Since optimal solutions for OCST problems are biased towards MSTs, ES performs well on many OCST problem instances. However, with increasing distance \( d_{opt,mst} \) between optimal solutions and MSTs, EA performance drops sharply. We expect that use of edge orientation as an additional selection criterion improves the performance of heuristic ES for larger \( d_{opt,mst} \). Fig. 5 shows \( P_{suc} \) and the gap \( \frac{w(T_{best}) - w(T_{opt})}{w(T_{opt})} \) (in percent) over \( d_{opt,mst} \) for 1000 random problem instances. We present results only for instances of size \( n = 12 \) and uniformly distributed demand. Results for other problem sizes and Zipf demand distribution are analogous. For the 1000 problem instances, \( \min(d_{opt,mst}) = 1 \), \( \max(d_{opt,mst}) = 7 \).

EA performance using edge-set with \( \alpha = 1 \) is high for OCST instances with low \( d_{opt,mst} \). Since for these problem instances optimal solutions are only a few edges different from MSTs, selection strategies that are based on distance weights alone are very successful. However, with increasing \( d_{opt,mst} \), performance of EAs with \( \alpha = 1 \) drops sharply [28]. In contrast, EAs using heuristic crossover which also consider edge orientation (\( \alpha = 0.7 \)) show better performance for problems with larger \( d_{opt,mst} \). By analogy with Fig. 4, EA performance increases when neglecting edges next to the graph center (\( \beta = 0.3 \)). Results for the gap \( \frac{w(T_{best}) - w(T_{opt})}{w(T_{opt})} \) are analogous to \( P_{suc} \). In the figures, RX performs well in comparison to the more complex heuristic approaches. However, this is only the case for low \( n \) since the gap increases with larger \( n \) (see in Tables III and IV).

Overall, EAs using edge-selection strategies with \( \alpha = 1 \) perform well only if \( d_{opt,mst} \) is low. With increasing \( d_{opt,mst} \), edge-selection strategies that also consider edge orientation show better performance. Use of edge-set or NetDir with edge-selection strategies (\( \alpha = 0.7 \), \( \beta = 0.3 \)) yields in high and robust EA performance.

B. Larger Problem Instances

We investigate larger OCST instances with unknown optimal solutions. EA performance is measured using \( w(T_{best}) \). We use the same EA as in the previous experiments with a larger population size of 200. Since a higher number of
evaluations improves EA performance, we also increase eval with larger n (see Table II). We present results for OCST instances with \( n = \{25, 50, 75, 100\} \). For each problem size, 100 random instances are created. Due to computational constraints, we consider only 50 instances for \( n = 75 \) and 25 for \( n = 100 \). For each problem instance, we perform 20 independent EA runs on a dual core Intel processor with 2 GHz and 4 GB RAM running 64bit Linux.

For different \( n \), we list \( w(T_{best}) \) using either ES (Table III) or NetDir (Table IV). Additionally, we show the standard deviations \( \sigma \) of \( w(T_{best}) \) and the average running time \( \tau_{cpu} \) (in seconds). EAs with heuristic crossover perform best if edge orientation is considered. EAs using ES or NetDir with \( \alpha = 0.7 \) and \( \beta = 0.3 \) outperform heuristic selection strategies considering only distance weights (\( \alpha = 1, \beta = 0 \)). Differences are significant using a ranked t-test with an error level of \( p < 0.01 \). Also differences between heuristic and non-heuristic (RX) variants are significant with an error level of \( p < 0.0001 \). Considering edge orientation does not increase CPU times, however, NetDir needs twice as long in comparison to ES due to the more complicated crossover method.

The plots in Fig. 6 show the average gap \( w(T_{best}) - w(T_{mst}) \) (in percent) between the best found solution \( T_{best} \) and an MST over \( n \). A large gap indicates good EA performance. We have chosen the MST as reference since it is already a high-quality solution for OCST problems. EAs with \( \alpha = 0.7, \beta = 0.3 \) perform best and are able to find high-quality solutions with larger distances from MSTs.

Overall, performance of EAs using heuristic crossover is good if edge orientation is considered when selecting offspring's edges (\( \alpha = 0.7 \)). Performance can be further improved if edges next to the graphs' centers are neglected (\( \beta = 0.3 \)).

### V. Summary and Conclusions

This work studies the OCST problem and shows that edges in optimal solutions are not uniformly oriented but edges pointing towards the tree's center occur with higher probability. Thus, EA performance can be systematically improved by biasing the search operators to favor such edges.

---

**TABLE I**

EA PERFORMANCE FOR SMALL PROBLEM INSTANCES

<table>
<thead>
<tr>
<th>( n )</th>
<th>MST</th>
<th>RX</th>
<th>NetDir</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta = 0 )</td>
<td>( \beta = 0 )</td>
<td>( \beta = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0 )</td>
<td>( \alpha = 0 )</td>
<td>( \alpha = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.7 )</td>
<td>( \alpha = 0.7 )</td>
<td>( \alpha = 0.7 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.8 )</td>
<td>( \alpha = 0.8 )</td>
<td>( \alpha = 0.8 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.9 )</td>
<td>( \alpha = 0.9 )</td>
<td>( \alpha = 0.9 )</td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.91 )</td>
<td>( \alpha = 0.91 )</td>
<td>( \alpha = 0.91 )</td>
<td></td>
</tr>
</tbody>
</table>

---

**TABLE II**

NUMBER OF EVALUATIONS eval FOR LARGER PROBLEM INSTANCES

<table>
<thead>
<tr>
<th>( n )</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>eval</td>
<td>5000</td>
<td>20000</td>
<td>40000</td>
<td>80000</td>
</tr>
</tbody>
</table>
We exploit this property of optimal solutions for crossover operators of direct tree representations like edge-set and NetDir. In such representations, crossover creates offspring by iteratively selecting parental edges. We propose an extended crossover operator which selects edges to be included in the offspring based on edge weights and edge orientation. Parental edges that have low weight and point towards the center of the tree are included with higher probability in an offspring. Crossover operators using both criteria, weight and orientation, outperform existing approaches which consider only edge weights.

The results suggest using heuristic crossover operators which prefer edges that point towards the center of a tree and have low distance weights. Considering both criteria results in offspring with lower distance weights and higher quality EAs. While current approaches use only properties of tree problems, the basic approach is focused in this work on OCST problems, the basic approach is generally applicable to other Euclidean graph problems.

Future work will address what other problem-specific knowledge of tree problems can be used for designing high-quality EAs. While current approaches use only properties of edges, future work will analyze properties of tree structures.
Other promising areas are problem-specific mutation and initialization operators for edge-set or NetDir which consider edge orientation.
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